March 27, 2007

Optical diagnostic: CERN agenda 

1. Explore the remote control of DG535 delay generator using LabView driver

2. Purchase remote power reboot devices for FV cameras, confirm its remote power reboot capability 

3. Create a very local network on an XP machine for Window98 network connection

4. bring IEEE cable, scintillating fiber & detector, old FV camera & power supply.

5. Confirm desktops/laptops for use at CERN can do remote desktop connection, load all necessary softwares, obtain IP address.
6. Need 220 V to 110 V transformers for some equipment?

7. Explore the remote control of oscilloscope through USB and remote desktop

8. Investigate the double triggering issue of SMD/FV cameras

9. Investigate the stability of the FV software

10. Investigate file downloading problem on FV cameras, particularly when remote desktop was used.

11. Consistence in image collection on FV: # of frames, image array size of 1280x1000 ? and absent of interlacing (mostly on VP1).

12. Synchronize all computer clocks. 

13. increase drive current (800 mA to 1.2A?) on laser diodes

14. DG535: A to trigger video (CERN Encore) camera, AB to trigger SMD camera?
15. Review oscilloscope connection schematic, ch1-Avtech trigger, ch2-?, ch3-scintillator output- Avlanche photodiode, ch4-scope trigger?
16. Shield trigger cable, prevent rf noise pickup. 
17. Trigger for Adrian’s Encore?

18. Check with Van Graves on the correct shot # on ours/theirs logbook.

19. Software needed: FV, Release2Avi, SMD, VNC, atomic clock syn, IrfanView, Cline Viewer, MS GIF construction, eDrawings 2006, all LabView labrary. SOP doc, xlc logbook, GrabBee, Imprex
20. need BNC rf attenuators.

Other Information:

iBoot, power recycle devices:  #1 MAC address 00-0D-AD-01-36-69,  (old) FastVision #1, Viewport #1





       #2 MAC address 00-0D-AD-01-37-61, (new) FastVision #2, Viewport #3
                                                    #3 MAC address 00-0D-AD-01-37-85,  backup unit

 



User name/password: E951muon, access through http://130.199.33.5/P0.html
Harold Kirk cell @ Geneva: 41-76-487-2055

April 25, 2007

Compiled Work list at CERN on the week of May 7-12, 2007
1. Secure enough XP machines for local and remote control

2. Load appropriate software on all XP machines, synchronize all PC clocks using atomic clock syn.
3. Check/confirm radiation level at the TT2/TT2A tunnel

4. Locate 110 Volt power supply, from Van Grave’s equipment

5. Register all pc/laptop/iboot, get IP address

6. Check all 4 viewport channels for light continuity without opening snout.

7. Locate optical diagnostic station at TTA tunnel, position all instruments, optical breadboard, PCs and networking.
8. Make 4 illumination fibers connection (SMA) and one scintillating fiber connection to external of Hg sub-tank.
9. Insert all fibers (separately imaging and illuminating fibers) into one (or two) protecting tube prior to feeding through the passage of the concrete walls in TT2 tunnel, also we’d like Van Grave’s heavy duty hydraulic hose be fed first prior to feeding our optical fibers.
10. Obtain a way of communication (a pair of radio) between TT2A and TT2B so that optical alignment can be performed with 2 people in each tunnel, otherwise remote desktop connection has to be used in TT2A.
11. Position Adrian’s Encore camera on channel #4, FastVision camera on channel #1, connects one PC to one camera. Each FastVision camera power should be connected to individual iboot first. 
12. Open snout, align each camera, one at a time, using the vertical alignment assembly and illuminate using one 1-Watt laser diode running in CW LED mode (not lasing, <250 mA drive current), adjust reflector on the primary if necessary. Then close snout. 
13. Post optical fiber warning signs.

14. Position scintillating detecting channel (Avalanche photodiode) on optical breadboard, output connect to CH3 of scope, scope control by Tektronix OpenChoice Desktop loaded in one local XP machine which can be remotely controlled.
15. Confirm all cameras can be triggered

16. Confirm DG535 delay can be remotely controlled (labview).

17. Confirm Avtech laser power supply can be remotely controlled (labview)

18. Confirm scope can be remotely controlled and scope traces can be saved on PC.

19. Confirm Win98 PC can be remotely controlled through an XP.

20. Confirm all local PCs can be remotely controlled.

21. Examine trigger pulse delivered by CERN, on scope.

22. Create a Optical Diagnostic Logbook on a central PC, label all PC local and remote by their viewports #.

Request to CERN from Merit optical diagnostic:


April 26, 2007
1. 7 XP machines (3 in TT2 and 4 in control room)
2. 2 Ethernet routers, one ~10-meter long Ethernet cable
3. 110 V power source at TT2

4. space at TT2 and a conventional table/desk

5. pre-register of laptops , MAC address: 00-13-02-B6-3B-55, 

           3 iboot devices:  MAC address: 00-0D-AD-01-36-69
   


  MAC address: 00-0D-AD-01-37-61




  MAC address: 00-0D-AD-01-37-85

6. a pair of radio for TT2 & TT2A communication
7.  trigger pulse delivery and format, same goes to trigger Van Graves’s Hg system
8. 2-meter long strong plastic tubing, ~2 to 3 inch diameter, for feeding fiber through concrete passage
9. Is there radiation monitor in TT2/TT2A ?

10. Will there be Hg vapor monitor in TT2/TT2A ?

