
20 November 2014

Beamline Optimization 

Laura Fields !
Northwestern University

1



Outline

✤ Introduction!

✤ Optimization Procedure!

✤ Results !

✤ Future plans

2



✤ Neutrino beamlines have a lot of configurable parameters:!

!

!

!

!

✤ Primary beam energy, target size/shape, horn shapes/current/
spacing, decay pipe dimensions!

✤ The different NuMI beam tunes are an excellent demonstration of this!

✤ My goal: to find the best configuration for LBNE physics

Introduction
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Introduction
!

✤ LBNO has had success optimizing their beam configuration:!

!

!

!

!

!

!

!

✤ Used a genetic algorithm, considered two different proton beams, and optimized 
to several quantities; the most successful optimized νμ flux from 1 to 2 GeV
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Introduction!

✤ Replacing the standard LBNE flux with the LBNO optimized flux in 
LBNE sensitivity studies modestly improves CP sensitivity:!

!

!

!

!

!

!

✤ But we can likely do better by doing a similar optimization of the LBNE 
beamline.  This talk is about my attempt to do that. 5
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Optimization Procedure!

✤ First, we need something to optimize.  I wanted to move beyond simply 
maximizing flux in certain region — CP sensitivity is a complicated function of 
signal & background fluxes, cross sections, efficiencies, fake rates, resolution, etc  !

!

!

!

!

!

!

✤ Ideally, we would use the LBNE Fast MC, which incorporates our current best 
estimates of all of these.  Unfortunately, flux -> sensitivities takes ~ a week, so a 
full Fast MC based oscillation would take years 6
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Optimization Procedure
!

✤ Instead, I used the Fast MC to do something we’ve been wanting to do in the beam 
simulation group for years: to quantify the relative merit of different flux energy bins:!

!

!

!

!

!

!

✤ I used the fast MC to study the change in CP sensitivity given variations to 
individual bins of flux!

✤ This was done for 672 configurations (3 fluxes (νμ,ν̅μ,νe), 2 running modes (neutrino 
and anti-neutrino),14 energy bins, 8 fractional changes in flux) 7



✤ “CP sensitivity” can mean one of several different quantities.  For my 
optimization studies, I took the advice of P5 and used CP sensitivity for 
75% of CP phase space:   

8

Optimization Procedure



✤ According to the fast MC the sensitivity for 75% of the range 
of possible values of δCP is about 2.1/1.9 for NH/IH:

9

Optimization Procedure
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Optimization Procedure!

✤ How the 75% CP Sensitivity changes with changes to individual flux energy bins:!

!

!

!

!

!

!

✤ This shows that, for 10% changes in neutrino-mode fluxes, the most important bins by far 
are between 2 and 4 GeV.  Increasing νμ signal increases CP sensitivity, and increasing ν̅μ 
wrong-sign contamination decreases sensitivity!

✤ The Conventional wisdom that we need to minimize the high energy tail is not supported 
here — the size of the high energy tail has very little effect on CP sensitivity (and neither 
does νe contamination — not shown) 10
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!

✤ From this information about changes in CP sensitivities for changes in 
individual fluxes/energy bins, I construct a metric that approximates the 
CP sensitivity for any beam configuration: !

!

!

!

!

!

!

S = S
nominal

+
X

j

flavors

X

j
E bins

(�S(��))

A function that interpolates 
between the fast MC runs to 

estimate the change in 
sensitivity given some change 
in flux in one energy bin for 

one neutrino flavor

✤ I used the FMC sensitivities that assume 2% signal / 5% background 
systematic uncertainties, and average the NH and IH sensitivities

Optimization Procedure
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!

✤ How well does this metric approximate the “real” sensitivities — i.e. those 
from the Fast MC?!

✤ It does well at predicting the change in sensitivity as we change the primary 
proton energy (and assuming PIP II power estimates at different energies): !

!

!

!

!

!

Proton Energy (GeV)
20 40 60 80 100 120 140

)
m

 C
ov

er
ag

e 
(

C
P

b
Av

er
ag

e 
75

%
 

1.4

1.6

1.8

2

2.2

Fast MC!
Metric

Optimization Procedure

Red points take ~ a 
week; black points 

take ~ an hour



13

!

✤ But it doesn’t do as well when many different fluxes and energy bins 
are changing simultaneously, like when we change the antineutrino 
running fraction!

✤ Performance of the metric has recently been improved, but for results 
reported in this talk do not optimize antineutrino running fraction!

!

!

!

!

Optimization Procedure

Normal hierarchy

This illustrates that the metric 
is just an approximation of 

sensitivity (and a poor one in 
some cases); it will be 

important to cross check 
results of optimization with 

the Fast MC
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!

✤ Now we have something to optimize.  !

✤ I followed LBNO’s example of using a genetic algorithm!

✤ Overview of a genetic algorithm!

✤ Define a set of parameters you want to optimize (with boundaries)!

✤ Begin by generating a small sample (~100 configurations) of randomly 
chosen configurations — the first “generation”!

✤ Choose the configurations with the best “fitness” (in our case, the CP 
sensitivity metric) and “mate” them together to form a new generation!

✤ Continue until you no longer find configurations with improved fitness 
over previous generations!

Optimization Procedure
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Optimization Procedure!

✤ Parameters varied in the optimization:!

Parameter Lower Limit Upper Limit Unit

Horn 1 Shape: r1 20 50 mm

Horn 1 Shape: r2 35 200 mm

Horn 1 Shape: r3 20 75 mm!

Horn 1 Shape: r4 20 100 mm

Horn 1 Shape: rOC 200 800 mm

Horn 1 Shape: l1 800 2500 mm

Horn 1 Shape: l2 50 1000 mm

Horn 1 Shape: l3 50 1000 mm

Horn 1 Shape: l4 50 1000 mm

Horn 1 Shape: l5 50 1000 mm

Horn 1 Shape: l6 50 1000 mm

Horn 1 Shape: l7 50 1000 mm

Horn 2 Longitudinal Scale 0.5 2 NA

Horn 2 Radial Scale 0.5 2 NA

Horn 2 Longitudinal Position 3.0 15.0 m from MCZERO

Target Length 0.5 2.0 m

Target Fin Width 5 15 mm

Proton Energy 40 130 GeV

Horn Current 150 300 kA
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Optimization Procedure

r1 r2

r3

r4

L1

L2
L3

L4

L5

L6

L7

rOC

!

✤ Horn 1 shape parameters!

✤ Inspired by LBNO optimization!

✤ Not constrained to have this shape — basically just a 7 segment horn with floating length and radii!
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✤ I ran approximately 18,000 beam configurations. The genetic 
algorithm converges by around 13000 configurations

Results: Fitness Evolution

Here the colors 
separate the ~150 

“generations of the 
genetic algorithm”!

!
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Results: Fitness Evolution
Contribution to fitness from FHC νμs

Contribution to fitness from FHC ν̅μs

These plots show the 
change in fitness from the 
nominal configuration due 
to changes to the FHC νμ 

and ν̅μ fluxes

Interestingly, increasing 
signal (νμ) and decreasing 

background (ν̅μ) have 
roughly equal 

contributions to the fitness
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Results: Fitness Evolution

These plots show the 
change in fitness from the 
nominal configuration due 
to changes to the RHC ν̅μ 

and νμ fluxes

Here the contribution to fitness is 
larger than in neutrino mode 

(previous slide), particularly the 
effect of reducing wrong sign 

background

Contribution to fitness from RHC ν̅μs

Contribution to fitness from RHC νμs



20

Results: Fitness Evolution

These plots show the 
change in fitness from the 
nominal configuration due 
to changes to FHC νe and 

RHC ν̅e fluxes

The intrinsic electron neutrino 
contamination of the beam 

changes the fitness very little and 
is not driving the optimization

Contribution to fitness from RHC ν̅es

Contribution to fitness from FHC νes
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✤ Parameters of best configuration

Results: Best Configuration

Parameter Nominal Value Optimized Value Unit

Horn 1 Shape: r1 - 26 mm

Horn 1 Shape: r2 - 156 mm

Horn 1 Shape: r3 - 21 mm!

Horn 1 Shape: r4 - 92 mm

Horn 1 Shape: rOC 165 596 mm

Horn 1 Shape: l1 -! 1528 mm

Horn 1 Shape: l2 -! 789 mm

Horn 1 Shape: l3 - 941 mm

Horn 1 Shape: l4 - 589 mm

Horn 1 Shape: l5 - 155 mm

Horn 1 Shape: l6 - 58 mm

Horn 1 Shape: l7 - 635 mm

Horn 2 Longitudinal Scale 1 1.28 NA

Horn 2 Radial Scale 1 1.67 NA

Horn 2 Longitudinal Position 6.6 12.5 m from MCZERO

Target Length 0.95 1.9 m

Target Fin Width 10 11.6 mm

Proton Energy 120 65 GeV

Horn Current 200 298 kA

✤ Total Horn 1 length 
in nominal design is 
3.36 m vs 4.70 m is 
optimized 
configuration!

✤ Horn 2 length/outer 
radius are 3.63 m / 
0.395 m in nominal 
configuration vs 
4.65 / 0.66 m in 
optimized 
configuration
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✤ Visualizations of horn 1 inner conductors:

Results: Best Configuration

Figures courtesy Amit Bashyal
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✤ Flux of best configuration, compared with nominal:

Results: Best Configuration

νμ, FHC

ν̅μs

ν̅μ, FHC

ν̅μ, RHC νμ, RHC
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✤ To understand the relative importance of the various 
changes, I also did a parameter scan around the optimized 
configuration

Results: Parameter Scan

ν̅μs
This shows how the 
fitness varies with 
target length with 

all other optimized 
parameters fixed!

!
Yellow line shows 
value chosen by 

optimization
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✤ To understand the relative importance of the various 
changes, I also did a parameter scan around the optimized 
configuration

Results: Parameter Scan

ν̅μs

This shows how the 
fitness varies with 

horn1 outer 
conductor radius 

with all other 
optimized 

parameters fixed!
!

Yellow line shows 
value chosen by 

optimization
More scan results in backup slides
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✤ I also chose a few of the best and a few randomly chosen 
configurations through the Fast MC to see how well the 
fitness reproduces the ‘actual’ CP sensitivity:

Results: Fast Monte Carlo

Sensitivities from 
FMC track the 
fitness metric 
quite nicely!



27

Results: Fast Monte Carlo
!

✤ FMC Sensitivities in Nominal Configuration:!

!

!

!

!

!

!
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Results: Fast Monte Carlo
!

✤ FMC Sensitivities in an Optimized Configuration:!

!

!

!

!

!

!
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Results: Fast Monte Carlo
!

✤ FMC Sensitivities in Nominal Configuration:!

!

!

!

!

!

!
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Results: Fast Monte Carlo
!

✤ FMC Sensitivities in Optimized Configuration:!

!

!

!

!

!

!
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Next Steps

✤ A new optimization is running now that allows neutrino 
and antineutrino parameters to float separately!

✤ This study uses an idealized horn design — with no spider 
supports and such; will have to study how the flux changes 
with a more realistic horn implementation!

✤ Write a note and paper



The End
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!

✤ How the mating works:!

!

!

!

!

Optimization Procedure
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Results: Parameter Scan



36

Results: Parameter Scan



37

Results: Parameter Scan
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Results: Parameter Scan
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Results: Parameter Scan
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Results: Oscillation Parameters Used In FMC

[0.593,0.154,0.705,0,7.58E-5,(2.35/-2.27)E-3]

[th12,th13,th23,delta,dm21,dm31] =

All sensitivity plots assume 3 years x 1.2 MW (or 
slightly less depending on proton energy) and 34 kTon


